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Goals
- Learn about container security using DevSecOps
- Learn about open-source container security tools and standards

« Learn about AWS development tools and DevOps services
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Why is container security different?

Virtual machines Containers

Bins/libs Bins/libs IIII
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Containers on AWS

-

—_— ks

[ Amazon EC2
Launch containers
on EC2
Amazon Elastic

Container Registry . L. .
Build images and Amazon Elastic Define your application Manage containers

store using ECR or any Container Service Select container images and @ Amazon ECS scales your

other repository resources needed for your application and manages your
application containers for availability

AWS Fargate

Launch containers
on Fargate
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AWS shared responsibility model

CUSTOMER DATA
PLATFORM & APPLICATION MANAGEMENT

OPERATING SYSTEM, NETWORK, & FIREWALL CONFIGURATION

CLIENT-SIDE DATA ENCRYPTION
& DATA INTEGRITY
AUTHENTICATION

SERVER-SIDE ENCRYPTION NETWORK TRAFFIC PROTECTION
File System and/or Data Encryption / Integrity / Identity

OPTIONAL - OPAQUE DATA: 0S AND 1S (In transit/at rest)

FOUNDATION
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AWS GLOBAL
INFRASTRUCTURE
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Amazon ECS: AWS shared responsibility model
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WORKER NODE CONFIGURATION HARDENING MONITORING PATCHING

APPLICATION

CONTAINER HARDENING = MONITORING = PATCHING

TASK
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NETWORK CONFIGURATION NACLs VPC
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CLIENT-SIDE SERVER-SIDE NETWORK TRAFFIC
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ECS CONTROL PLANE
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AWS Fargate: AWS shared responsibility model
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Automated pipelines: DevSecOps

Speaking of automation, you should automate everything, including
« Code and container builds

« Infrastructure via infrastructure as code patterns

- Deployments

- Process of making things self-healing
« Security!

Make it fast and easy for your team to do the right thing!
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Container security threats

« Host security

- Image security

« Denial of service

« Credentials and secrets
- Container breakouts

* Runtime security
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Container security threats
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« Denial of service

« Credentials and secrets
- Container breakouts
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Container security threats

« Host security

- Image security

« Denial of service

« Credentials and secrets
- Container breakouts

* Runtime security
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Full blown OS or Container Optimized

ECS-optimized AMI @

Debian/SuSe/RHEL

@ CoreQS
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Container security threats

- Host security

- Image security

« Denial of service

« Credentials and secrets
- Container breakouts

* Runtime security
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Security best practices
for container images

Less is more (secure) Container
No secrets in them

. . Image
One service per container
Minimize container footprint

) Image

Include only what is needed
at runtime Base image
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Security best practices

for container images

Use known and trusted
base images

Scan the image for CVEs

Specify USER in Dockerfile
(otherwise it's a root)

Use unique and
informative image tags

Container
Image
Image

Base image
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Image security

- Docker linting: Validation of Docker configuration (PCI DSS v3.2.1
Req 2.2)
« hadolint
 dockerfile_lint
« Secrets scanning in images (PCI DSS v3.2.1 Req 6.3.1)
- truffleHog
« git-secrets
« Vulnerability scanning of images in your build pipeline (PCI DSS v3.2.1
Req 6.1)

« Anchore Open-Source Engine
« CoreOS Clair
« Amazon ECR

© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved. aWS
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Image Scanning in AWS

[ C & console.aws.amazon.com/ecr/repositories/cdk/workshopmgmtnukeclusterworkshopmgmtnukercontainerimagefa2b853

region=us-east-1 Qah 00 ® o

Apps @ AWS Wisdom Fina.. B AWS @ Contact seller B3 Other Bookmarks

aws Services v Resource Groups v % [\ Admin/ldo-Isengard @ domb v pport ¥

T L T A (© Scan started on the selcted image
Services

ECR ) Repositories ) cdk/workshopmgmtnukeclusterworkshopmgmtnukercontainerimagefa2b8535

Amazon ECS

Custes cdk/workshopmgmtnukeclusterworkshopmgmtnukercontainerimagefa2b8535

Task definitions
(6] (o] I
Amazon EKS Q 1 )
Clusters
Image tag Image URI Pushed at v Digest Size(MB) v Scanstatus Vulnerabilities
Amazon ECR
atest 141298987014.dkr.ecr.us-east-1 com/cdk/worksh keclusterworkshor ontainerimagefa2b8535:latest 09/27/19,09:53:47 AM $ha256:49e268d56. . . 24742 In progress ‘
Repositories
Images
Permissions
Lifecycle Policy

Tags




Image Scanning in AWS

a\V-V/S‘ Services v Resource Groups v * l} Admin/ldo-Isengard @ domb v N. Virginia ¥  Support v

T T Al ©) Scanstarted on the selcted image
Services

ECR ) Repositories ) cdk/workshor keclusterworkshop kercontainerimagefa2b8535

Amazon ECS

Custes cdk/workshopmgmtnukeclusterworkshopmgmtnukercontainerimagefa2b8535

Task definitions
Images Delete m
Amazon EKS Q 1 @
Clusters
Image tag Image URI Pushed at v Digest Size (MB) v Scan status Vulnerabilities
Amazon ECR
— latest 141298987014.dkr.ecr.us-east-1 com/edk/workshop: keclusterworkshoy kercontainerimagefa2h8535:atest 09/27/19,09:5%:47 AM sha256:49e268456. . . 24742 Complete [\ 4 High + 169 others (details) ‘
Images
Permissions
Lifecycle Policy

Tags




Image Scanning in AWS

C @ console.aws.amazon.com/ecr/repositories/cdk/workshopmgmtnukeclusterworkshopmgmtnukercontainerimagefa2b8535/image/sha256:49e268d5661ed9f537e436126e23a9bd6ddbifcd6e 3883d esultsregion=u ax eO0 > 0O

Apps @ AWS Wisdom Fina.. S AWS @ Contact seller ES Other Bookmarks

Services v Resource Groups v % £ Adminfido-lsengard @ domb ~  N.Virginia v Support +

Amazon Container ECR > Repositories 3883df1b1c
Services

Overview
Amazon ECS

Clusters

Task definitions

M critical Informational Undefined

Amazon EKS 0 14 0

Clusters

Amazon ECR Vulnerabilities
Repositories
Q
Images

Permissions Name Package Severity ¥ Description

Lifecycle Policy
CVE-2018-0501 4 apt163 HIGH The mirror:// method implementation in Advanced Package Tool (APT) 1.6.x before 1.6.4 and 1.7.x before 1.7.0~alpha3 mishandles gpg signature verification for the InRelease file of a fallback mirror, aka mirrorfai
Tags
CVE-2019-3462 [ apt163 HIGH Incorrect sanitation of the 302 redirect feld in HTTP transport method of apt versions 1.4.8 and earlier can lead to content injection by a MITM attacker, potentially leading to remote code execution on the target machine,

. systemd:237. An allocation of memory without limits, that could resuit in the stack clashing with another memory region, was discovered n systemd-journald when many entrles are sent to the journal socket. A local attacker,or a remote one if systemd-journal-remote is used, may use
CVE-2018-16865 [2 HIGH
@ Subuntu103 this flaw to crash systemd-journald or execute code with journald privileges. Versions through v240 are vulnerable
systemd:237- An allocation of memory without limits, hat could result in the stack clashing with another memory region, was discovered in systemd-journald when  program with long command line arguments calls syslog. A local attacker may use this flaw to crash systemd-journald
-2018-16864 [4 iy H
CVE-2018-16864 4 Subuntu10.3 Hie or escalate his privileges. Versions through v240 are vulnerable

apparmor2.12-

cve2016-1585 11
g 4ubuntu5.1

MEDIUM In all versions of AppArmor mount rules are accidentally widened when compiled
binutils2.30

cveaotoaaa s PR MEDIUM  apply_relocations nreadelfcin GNU Binutis 2.52 contains an integer overflow that allows attackersto trigger a write access violation (inbyte_put_litle_encian functon n lfcomm.c) via an ELF file,as demonstrated by readelt

CVE-2019-12900 4 bzip2:1.06-8.1 MEDIUM B22_decompress in decompress.c in bzip2 through 1.0.6 has an out-of-bounds write when there are many selectors.

CVE-2018-16839 [4 ;“'h" z“:’; MEDIUM Curl versions 7.33.0 through 7.61.1 are vulnerable to a buffer overrun in the SASL authentication code that may lead to denal of service.
7,580 libcurl versions from 7.36.0 to before 7.64.0s vulnerable to a heap buffer out-of-bounds read. The function handling incoming NTLM type-2 messages ('lib/vauth/ntim.cintim_decode_type2_target") does not validate incoming data correctly and s subject to an intege
CVE-2018-16890 2 MEDIUM
z 2ubuntu3.2 overflow vulnerability. Using that overflow, a malicious or broken NTLM server could trick libcurl to accept a bad length + offset combination that would lead to a buffer read out-of-bounds.
aut7.58.0-
CVE-2019-5481 B rsss MEDIUM Double-free vulnerabilty in the FTP-kerberos code in cURL 7.52.0 0 7.65.3

7,580
CVE-2019-5436 4 Pt MEDIUM Aheap buffer overflow in the TFTP receiving code allows for Do or arbitrary code execution in ibcurl versions 7.19.4 through 7.64.1
rsao curl before version 7.61.1 s vlnerable to a buffer overrun n the NTLM authentication code. The inernal function Curl_ntim_core_mk_nt_hash multiplies the ength of the password by two (SUM) to figure aut how large temporary storage area to allocate from the heap.
CVE-2018-14618 [4 2‘ buntus.2 MEDIUM The length value is then subsequently used to iterate over the password and generate output into the allocated storage buffer. On systems with a 32 bit size_t, the math to calculate SUM triggers an integer overflow when the password length exceeds 2GB (2431 bytes)
This integer overflow usually causes a very small buffer to actually get allocated instead of the intended very huge one, making the use of that buffer end up in 2 heap buffer overflow. (This bug s almost identica to CVE-2017-8816)

libeurl versions from 7.36.0 to before 7.64.0 are vulnerable to a stack-based buffer overflow. The function creating an outgoing NTLM type-3 header (" lib/vauth/ntim.c:Curl_auth_create_ntim_type3_message()'), generates the request HTTP header contents based on
V20103822 12 €url:7.580. j— previously received data. The check thatexists to prevent the local bufferfrom getting overfowed is implemented wrongly (sing unsigned math) and assuch it does not prevent the overflow from happening. This output data can grow large than the ocal buffe f very
2ubuntu3 2 large 'nt response’ data is extracted from a previous NTLMv2 header provided by the malicious or broken HTTP server. Such a ‘large value’ needs to be around 1000 bytes or more. The actual payload data copied to the target buffer comes from the NTLMv2 type-2 response
header.
curl:7.580

CVE-2018-16842 (4 bt 2 MEDIUM Curlversions 7.14.1 through 7.61.1 are vulnerable to a heap-based buffer over-read in the tool_msgs.cvoutf( function that may result i information exposure and denial of service.

b5.3:5.3.28-
CVE-2019-8457 4 P MEDIUM 5QLite3 from 3.6.0 to and including 3.27.2 is vulnerable to heap out-of-bound read in the rtreenode() function when handling invalid rtree tables.

dbus before 1.10.28, 1.12.x before 1.12.16, and 1.13.x before 1.13.12, as used in DBusServer in Canonical Upstart in Ubuntu 14.04 (and in some, less common, uses of dbus-daemon), allows cookie spoofing because of symlink mishandling in the reference implementation




DevSecOps container pipeline

"memory": 128,
"portMappings": |
{

"hostPort": 443,
"containerPort": 443,
"protocol™: "tcp"

’
"image": "nginx",

Task definition l

FROM centos:centos7
MAINTAINER cb@demo.com
RUN yum -y update

RUN yum -y install openssh-
server

EXPOSE 5432

ENTRYPOINT sshd

Dockerfile
AWS CodeBuild
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DevSecOps container pipeline

Developers  Security engineers Ops engineers
\ \
"memory": 128
"p?rtMapplngs
"hostPort": 443

contalnerPort 443,
"protocol": tcp

= AWS CodeCommit

"image": '"nginx",

Task definition l

FROM centos:centos7
MAINTAINER cb@demo.com
RUN yum -y update

RUN yum -y install openssh-
server

EXPOSE 5432

ENTRYPOINT sshd

Dockerfile
AWS CodeBuild
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DevSecOps container pipeline

Developers  Security engineers Ops engineers

| —
"memory" u;\\\\\\\\\\‘ g;:? > python ./check_dockerfile.py

"portMappings": .
{ ./examples/Dockerfile-demo

"hostPort": 443,
"containerPort": 443, | Jq
"protocol": "tcp"

= AWS CodeCommit

.warnings.warnings[].message"

"image": '"nginx",

Task definition l Docker image

FROM centos:centos7
MAINTAINER cb@demo.com
RUN yum -y update

Validate configuration > Merge >
Scan for secrets > Merge >

RUN yum -y install openssh-
server

EXPOSE 5432

ENTRYPOINT sshd

\ 4

Dockerfile
AWS CodeBuild

© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved. aWS
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DevSecOps container pipeline

. . . Amazon EC2
Developers  Security englneers Ops engineers :
container
registry
T L </> > python ./check_dockerfﬂe:py
U octportes w3, ./examples/Dockerfile-demo
scontainerport; 443, / . |jg ".warnings.warnings[].message"
! AWS CodeCommit
"image": '"nginx",
Task definition l Docker image

FROM centos:centos7
MAINTAINER cb@demo.com
RUN yum -y update

RUN yum -y install openssh-

Validate configuration > Merge >
Scan for secrets > Merge >

server
EXPOSE 5432
ENTRYPOINT sshd

A 4

Scan Docker image > Publish >

Dockerfile
AWS CodeBuild

© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved. aWS
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DevSecOps container pipeline

Developers  Security engineers Ops engineers Amazto|.1 EC2
Vulnerabilities container
registry

"containe rPort 1 443,

“memory": 128,
"portMappings": < )
{
"hostPort": 443, /

"protocol": tcp

) AWS CodeCommit INT
} "image": '"nginx", TEST QA

Task definition

FROM centos:centos7
MAINTAINER cb@demo.com
RUN yum -y update

RUN yum -y install openssh-

mlow =Medium = High

Validate configuration > Merge >
Scan for secrets > Merge >

server U

SER sshduser
EXPOSE 5432
ENTRYPOINT sshd

\ 4

Scan Docker image > Publish >

Dockerfile
AWS CodeBuild
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Container security threats

- Host security

- Image security

« Denial of service

« Credentials and secrets
- Container breakouts

* Runtime security
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Credentials and secrets

AWS has Parameter Store and
AWS Secrets Manager to store
your secrets

They are integrated into Amazon
ECS, but you need to call them
within the pod on Kubernetes via
AWS CLI or SDK

/

(&3

/~—\

© 2019, Amazon Web Services, Inc. or

Assigning an IAM role to an
instance, task, or function means
that the right AWS access key and
secret to call the AWS CLI or SDK
are transparently obtained and
rotated

its affiliates. All rights reserved. aWS
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Benetits of Using IAM Roles for Tasks

Credential Isolation: A container can only retrieve credentials for the IAM
role that is defined in the task definition to which it belongs; a container
never has access to credentials that are intended for another container

that belongs to another task.

Authorization: Unauthorized containers cannot access IAM role
credentials defined for other tasks.

Auditability: Access and event logging is available through CloudTrail to
ensure retrospective auditing. Task credentials have a context
of taskArn that is attached to the session, so CloudTrail logs show which

task is using which role.

© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved. aWS
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Pipeline high lev,
overview

aws RE:



{9y AWS Cloud9

& 1. Pull request g:? to pull request ‘ Lambda function
> <> < <

7. Adds feedback 6. Triggers AWS

Developer

=

AWS CodeCommit AWS Lambda Amazon CloudWatch
(application repo) function event rule
2. Triggers AWS 5. AWS CodeBuild
CodePipeline success/failure

triggers rule

AWS CodePipeline

Pull
request

Configs

| Development |

Dockerfile Secrets Vulnerability Image
linting scanning scanning build

Ia=2 [ [ [

AWS CodeBuild AWS CodeBuild AWS CodeBuild AWS CodeBuild

< 7

to AWS Security Hub pushes image to

9. Amazon ECR
RO)N

AWS Security Hub Amazon ECR
Scanning

3. Pushesvulnerabilitiesl 4. Builds and l
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= Manual
= Automated

AWS CodeCommit
(application repo)
Branches

Development

Master

Pull request
Dev — master

@‘ AWS Cloud9

R

Pe——
1. Commit

]
2. Pull

request

Developer
@5 AWS CodeCommit
</> .
(config repo)
Configs

© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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s = Manual
mes== = Automated

&? AWS CodeCommit
/> N
(application repo)

@‘ AWS Cloud9

/O\

Branches
Development | € Developer
1. Commit
gjj AWS CodeCommit
Master e —— (config repo)
2. Pull
Pull request request Configs
Dev — master
3. Triggers rule
9 AWS CodePipeline
4. Triggers Pull Dockerfile
AWS CodePipeline request linting
> Configs =
Amazon Development >
CloudWatch AWS CodeBuild
event rule

© 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved.
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mems=== = Manual
mes== = Automated

§3,:|‘ AWS CodeCommit

</> . q

(application repo)
Branches

Development

Master

Pull request
Dev — master

&y

AWS Cloud9

/O\

B
1. Commit

Gl
2. Pull

request

Developer

iz

AWS CodeCommit
(config repo)

Configs

3. Triggers rule

4. Triggers
AWS CodePipeline

Amazon
CloudWatch
event rule

»

=

AWS CodePipeline

Pull Dockerfile Secrets
request linting scanning
Configs S S

ez ez
Development % <

AWS CodeBuild

AWS CodeBuild
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mems=== = Manual
mes== = Automated

§3,:|‘ AWS CodeCommit

</> . q

(application repo)
Branches

Development

Master

Pull request
Dev — master

N

3. Triggers rule

4. Triggers
AWS CodePipeline

»

Amazon
CloudWatch
event rule

@ AWS Cloud9
PE— Developer
1. Commit ‘
§j:| AWS CodeCommit
</> .
PE— (config repo)
2. Pull
request Configs
AWS CodePipeline

Pull Dockerfile Secrets Vulnerability
request linting scanning scanning
Configs I;:“ I;:'A i ;:“

K [«75 Kl [/3 K [</:
Development % % %

AWS CodeBuild

AWS CodeBuild

AWS CodeBuild
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mems=== = Manual

9. Send findings to
AWS Security Hub

@‘ AWS Cloud9

g,

/O\

s = Automated
ﬁ AWS CodeCommit
</> . q
(application repo)
Branches
Development | =
1. Commit
Master <G
2. Pull
request

Pull request
Dev — master

Developer AWS Security Hub

AWS CodeCommit
(config repo)

iz

Amazon 8. Scan image for

VPC . vulnerabilities

AWS Fargate
(running Anchore)

Configs

3. Triggers rule

4. Triggers

AWS CodePipeline

Amazon
CloudWatch
event rule

»

AWS CodePipeline
Pull Dockerfile Secrets Vulnerability
request linting scanning scanning
Con fi gs ] SR | ':‘“ [ S
% % »
(5] [ [
Development e 5 2 5 2
AWS CodeBuild AWS CodeBuild AWS CodeBuild
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mems=== = Manual
mes== = Automated

AWS CodeCommit
(application repo)

9. Send findings to

@‘ AWS Cloud9

/O\

Branches
Development | =
1. Commit
Master L
2. Pull
request

Pull request
Dev — master

Developer

AWS Security Hub

Amazon ECR

g,

AWS Security Hub

a

AWS CodeCommit
(config repo)

iz

Configs

Amazon 8. Scan image for

VPC . vulnerabilities

AWS Fargate
(running Anchore)

11. Build image
and push to
Amazon ECR

3. Triggers rule

4. Triggers

AWS CodePipeline

Amazon
CloudWatch
event rule

»

AWS CodePipeline
Pull Dockerfile Secrets Vulnerability Image
request linting scanning scanning build
Configs > R 3 [z v:vm :vm
5 [</>] X 5 [</>] ? [</>]
Development % % % %
AWS CodeBuild AWS CodeBuild AWS CodeBuild AWS CodeBuild
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= Manual
= Automated

iz)

AWS CodeCommit
(application repo)

@‘ AWS Cloud9

9. Send findings to
AWS Security Hub

Branches fq
1 AWS Security Hub Amazon ECR
Development | <= Developer
1. Commit ﬂ . A
5 AWS CodeCommit Amazon 8. Scan image for
Master G §,?</> (config repo) VPC vulnerabilities
2. Pull <
j 11. Build i
Pull request request Configs AWS Fargate andu;) Sslﬁtaoge
Dev — master (running Anchore) Amazon ECR
a8
3. Tri le
TR AWS CodePipeline
4. Triggers Pull Dockerfile Secrets Vulnerability Image
AWS CodePipeline request linting scanning scanning build
14. Adds > Configs E=E ;nn ;v‘n ;nv
feedback to Development y[ea g 5] g (/) g <)
pull request Amazon P
CloudWatch AWS CodeBuild AWS CodeBuild AWS CodeBuild AWS CodeBuild
event rule
. ~ 13. Triggers AWS 12. AWS CodeBuild success/failure triggers rule
Lambda function Amazon
AV¥3 nl_catl;z :d @ ClOU dwatCh © 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved.
event rule
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Thank you!

aws RE:INFORCE



